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ABSTRACT

Existing LoRa only supports the concurrency of orthogonal

channels but ignores the large number of non-orthogonal

channel concurrency opportunities. In this paper, we propose

Mc-LoRa that enables LoRa concurrency for non-orthogonal

overlapping channels by solving cross-channel collision that

happens when chirps with different bandwidths have the

same slope in time-frequency domain. Existing single-channel

concurrency methods fail to resolve this new collision be-

cause the deterministic symbol offset is invalid anymore due

to the asymmetric symbol duration. But we find that when

wiping a part of collided signals, the amplitude change of tar-

get chirp that aligns with the decoding window is predictable,

while the collided chirps experience different changes. We ac-

cordingly regard the amplitude change ratio before and after

wiping as a new decoding feature. We propose a wiper selec-

tion method based on our theoretical model to obtain robust

features. We also design noise-aware wiper searching and

grouping mechanisms to balance the feature accuracy and

computing overhead. The experiments show thatMc-LoRa

efficiently decodes packets in non-orthogonal overlapping

channels and improves the network throughput by up to

3.4× under cross-channel collision, compared with the state-

of-the-art single-channel concurrency methods.
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1 INTRODUCTION

In the past decade, LoRa has attracted wide attention in both

academy and industry [18–20, 22, 24, 33, 42, 48, 56]. Its flexi-

ble bandwidth configuration and diverse channel partition

well support applications with different demand such as envi-

ronmental monitoring [3, 4], video transferring [9, 41, 49, 50],

contactless sensing [6, 7, 52, 53], and animal tracking [25].

Facing such ever-increasing demand of massive connectivity,

LoRa’s feature of large network capacity seeks to connect

a large number of nodes. The limited spectrum resource is

therefore becoming the bottleneck of the spectrum resource-

hungry applications [11, 14, 30]. Furthermore, the increased

packet collision leads to non-negligible capacity degradation,

which aggravates the problem, especially when coexisting

LoRa nodes whose configurations are separately controlled

by different networks [28, 39, 45].

Recent studies [27, 29, 46, 54] have shown that overlap-

ping channel partition exhibits great potential to improve

spectrum efficiency and network capacity without increasing

available bandwidth. As the channel plan shown in Fig. 1(a),

four channels of 125 kHz and two channels of 250 kHz exist

within a single channel with bandwidth (𝐵𝑊 ) of 500 kHz.

Because LoRa adopts Chirp Spread Spectrum (CSS) modu-

lation, it supports concurrent transmission with different

Spreading Factor (𝑆𝐹 ) in a physical channel. Suppose each

channel supports 𝑆𝐹6-12, then we have 7 × 7 (𝐵𝑊 , 𝑆𝐹 ) pairs
to establish 49 logical channels, each of which is decided

by the central frequency with specific (𝐵𝑊 , 𝑆𝐹 ). Then the

capacity can be significantly boosted if all of the overlapping

channels can be used.

However, existing LoRa [40] only supports concurrent

transmissions from orthogonal channels and seriously coun-

teracts the benefit of using overlapping channels. This is be-

cause LoRa can only correctly decode concurrent chirps with

different slopes in time-frequency domain, which requires

orthogonal (𝐵𝑊 , 𝑆𝐹 ). But a group of chirps will have same

slope if their (𝐵𝑊 , 𝑆𝐹 ) satisfies the rule: 𝐵𝑊 doubles and 𝑆𝐹
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increases by two, as shown in Fig. 1(b). Once 𝐶𝐻1 with 𝐵𝑊
of 500 kHz is used to transmit packets, then 6 non-orthogonal

channels including 𝐶𝐻2 − 7 cannot be used simultaneously,

because chirps in𝐶𝐻1with same slopewill generatemultiple

energy peaks in the decoding window, confusing LoRa decod-

ing. We define this collision caused by the chirps that have

the same time-frequency slopes but from non-orthogonal

overlapping channels as cross-channel collision. Existing

LoRa gateway chips such as SX1301 and SX1302 [36, 37]

cannot solve cross-channel collisions and then give up uti-

lizing non-orthogonal channels. The attractive potential of

high spectrum efficiency brought by overlapping channels

is fundamentally limited. This motivates us to explore en-

abling cross-channel concurrency for non-orthogonal LoRa

channels to improve spectrum utilization.

It is non-trivial to obtain non-orthogonal concurrency

because the cross-channel collision is hard to be solved by

existing single-channel concurrent decoding methods. Most

of the existing methods convert the time offset between

collided symbols into decoding features such as peak ratio

in neighboring decoding windows [44, 55], common FFT

peak in successive decoding windows [8, 39], and etc. But

under cross-channel collision, both the receiving time offset

and the unequal symbol duration influence the features. The

decoding features can be corrupted when a random symbol

with asymmetric duration occurs in the decoding window.

To solve the feature failure problem, we perform in-depth

analysis and find that eliminating a part of the collided sig-

nals in special frequency points has different influences on

the target symbol and collided symbols. For target symbol

that aligns with the decoding window, the amplitude changes

after elimination are predictable while the changes of other

collided symbols are random due to the asymmetric symbol

duration. Accordingly, we propose a frequency wiper to per-

form the elimination and intentionally construct predictable

features for target symbol identification. Then we can decode

all the packets by regarding them as target one by one.

But enabling cross-channel concurrency by frequency

wiper still has three major challenges. First, the wiper set-

ting has to be carefully selected according to the receiving

offset and symbol duration asymmetry between the target

symbol and each collided symbol. Only eliminating the col-

lided signals in special frequency points can construct the

most recognizable features. But how to decide the optimal

frequency wiper setting to obtain the robust features is un-

known. Second, searching the optimal wiper for a single

target-collided symbol pair is time-consuming, not to men-

tion that there are multiple collided has different optimal

wipers. How to balance the trade-off between feature accu-

racy and decoding efficiency is challenging. Third, noise can

distort the decoding feature. How to decide optimal wiper

under dynamic noise is challenging.

916.15 (MHz)

CH1

2

915.65 (MHz)

3

500 (kHz) 

250

125

6 754

(a) Channel plan.

0 4 8 12 16
Time (ms)

250

-125

0

125

250

F
re

qu
en

cy
 (

kH
z)

(b) Non-orthogonal LoRa chirps.

Figure 1: (a) Channel plan with overlapping channel

partitions; (b) Non-orthogonal chirps have collisions

even if they have different (𝐵𝑊 , 𝑆𝐹 ).

To cope with these challenges, we propose Mc-LoRa, a

versatile design of LoRa gateway to enable the concurrency

of non-orthogonal overlapping channels by decoding the

cross-channel collisions. Firstly,Mc-LoRa adopts a wide band

correlation method to efficiently detect concurrent packets in

all overlapping channels by one correlation. We also identify

the channel of each packet by SFD correlation peak shift

analysis. Then we leverage both preamble and Start of Frame

Delimiter (SFD) to eliminate Carrier Frequency Offset (CFO)

and achieve accurate symbol synchronization for further

decoding. Secondly, to select the optimal wiper even under

dynamic noise, we carefully model the relationship between

amplitude changes and the frequency wiper setting. Based

on the model, we propose a wiper selection mechanism to

decide the optimal wiper setting. We also design the step-

wise wiper searching and wiper grouping strategies to prune

wipers for a good balance between decoding accuracy and

efficiency. Finally, we propose a noise-aware wiper adaption

method to adjust the searching and grouping strategies for

wipers of different chirps under dynamic noise.

The contribution of this paper is summarized as follow.

• To the best of our knowledge, we are the first one to

reveal and resolve the new type of collision named

cross-channel collision and enable the concurrency for

non-orthogonal overlapping channels of LoRa.

• We design Mc-LoRa, a novel LoRa gateway solution

that can concurrently decode collided packets of non-

orthogonal channels. We first construct target decod-

ing feature for decoding by frequency wiper that elim-

inates collided signals in specific frequency points. We

also propose a noise-aware wiper selection method

that decides the optimal wipers under dynamic noise,

with consideration of both accuracy and overhead.

• Experimental results on both indoor and outdoor LoRa

networks show that Mc-LoRa can efficiently decode

concurrent transmissions from the non-orthogonal

overlapping channels. Compared to state-of-the-art

single-channel concurrencymethods,Mc-LoRa reduces

SER by up to 75.2% and improves the network through-

put by up to 3.4× under cross-channel collision.
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2 RELATED WORK

To receive multi-channel packets, existing commercial gate-

way chips such as SX1301 [36] and SX1302 [37] can utilize

the SX1257 front-end sampling signal in up to 32 MHz band-

width and divide signals into non-overlapping channels. But

they cannot decode packets from non-orthogonal channels.

Many recent works focus on decoding LoRa collisions [8,

12, 39, 43, 44, 51, 55]. The key design principle is decompos-

ing collided signals into separated chirps that can be decoded

by standard LoRa. According to the process of decomposition,

existing methods can be divided into two categories. Symbol

matching methods recover all the chirps at once [43, 44, 55]

by mapping collided chirps to corresponding packets. Sym-

bol recognizing methods identify one target chirp at once

and obtain all chirps by regarding them as targets one by

one [8, 39, 51]. Both of them rely on the time offset between

collided symbols to construct unique features for matching

and then decoding packets.

Symbol matching methods analyze the collided chirps in

successive decoding windows to cluster chirps with similar

features to one packet. CoLoRa [44] and Pyramid [55] utilize

the FFT peak ratio in multiple decoding windows as the fea-

ture and match chirps with similar peak ratio to one packet.

NScale [43] proposes non-stationary scaling to enhance the

feature. FTrack [51] uses Short Time Fourier Transform to

track chirps’ time offset and group them to corresponding

packets. But under cross-channel collision, the asymmetric

symbol duration of collided packets in different bandwidths

makes the time offset based features unreliable.

Symbol recognizing methods first align the decoding win-

dow with one target symbol. Then they use the time offset

between target symbol and collided symbols to divide the

decoding window into multiple sub-windows and identify

the target chirp according to its predictable distribution in

the sub-windows. For example, CIC [39] and AlignTrack [8]

leverages predictable symbol edges of interfering chirps to

divide the decoding window. But under cross-channel colli-

sion, accurate symbol edge information is hard to capture

because random symbols with different bandwidths cause

unpredictable symbol edges.

Successive Interference Cancellation (SIC) used in Code

Division Multiple Access (CDMA) is another way to achieve

concurrency transmission [2, 17, 21, 32, 38]. But under cross-

channel collision, SIC cannot accurately detect all the packets

because it focuses on single-channel collision. What’s more,

it requires significant power differences of the concurrent

transmissions, which is hard to satisfy in LoRa due to LoRa’s

inherent weak signal [16, 43, 47].

In a nutshell, existing single-channel concurrent meth-

ods cannot efficiently solve the cross-channel collision and

hinder the concurrency of non-orthogonal channels.
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Figure 2: Throughput of 3 channel allocation strategies.

3 PRELIMINARY STUDY

3.1 Motivation

We first measure the performance gap between using orthog-

onal channels and using all the channels to reveal the room

of improvement. We show the performance of worst and

optimal channel allocation strategies when using orthogonal

channels only. For a group of 7 non-orthogonal channels

such as 𝑆𝐹12 in 𝐶𝐻1, 𝑆𝐹10 in 𝐶𝐻2&3, and 𝑆𝐹8 in 𝐶𝐻4-7,
packets with the same payload size in 𝐶𝐻4-7 and 𝐶𝐻1 has
the shortest and longest on-air time, respectively. Hence,

using 𝑆𝐹12 in 𝐶𝐻1 brings the lowest throughput and blocks

using the other six non-orthogonal channels, resulting in

the worst strategy. Conversely, using𝐶𝐻4-7 brings the high-

est throughput, which is the optimal strategy when using

orthogonal channels only.

Since commercial gateways only support non-overlapping

channels, we implement an SDR-based gateway to decode

all the packets in overlapping channels. The SDR receives

signals in 1 MHz bandwidth and divides I/Q samples into

𝐶𝐻1-7 to perform the standard LoRa decoding (Std.LoRa) for

each (𝐵𝑊 , 𝑆𝐹 ). We collect the signal traces of 49 (𝐵𝑊 , 𝑆𝐹 )
settings. In each trace, node transmits packets in maximum

duty cycle. In Fig. 2, the real throughput of the worst and

optimal strategy is 42.4 kbps and 85.0 kbps, respectively. The

expected throughput is calculated by supposing all the pack-

ets are successfully decoded. The real throughput is close

to the expected because only orthogonal channels are used.

However, compared to the expected maximum throughput

of using all the channels, 132.0 kbps, the channel utiliza-

tion ratio of the worst and optimal strategy is only 32.1% and

64.4%. The results reveal that using only orthogonal channels

significantly limits the spectrum efficiency.

However, directly using all channels suffers from serious

performance degradation. The real throughput is only 41.8

kbps, much less than the expected throughput of 132.0 kbps.

It motivates us to enable the concurrency for non-orthogonal

channels to improve efficiency.

3.2 Problem Identification

By analyzing the packets with symbol error, we identify

cross-channel collision is the core problem that hin-

ders the concurrency of non-orthogonal channels. As
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Figure 3: Cross-channel collision leads to decoding er-

rors within decoding window.

shown in Fig. 3(a), one non-orthogonal wider chirp exists

in a symbol window of channel (𝑏𝑤, 𝑠 𝑓 ). The target chirp

𝐶
(𝑏𝑤,𝑠 𝑓 )
1 can be represented as

𝐶
(𝑏𝑤,𝑠 𝑓 )
1 = 𝑒 𝑗2𝜋 (−

𝑏𝑤
2 + 𝑘

2 𝑡 )𝑡 × 𝑒 𝑗2𝜋 𝑓1𝑡 , 𝑡 ∈ [0,𝑇
(𝑏𝑤,𝑠 𝑓 )
𝑠𝑦𝑚 ] (1)

where 𝑒 𝑗2𝜋 (−
𝑏𝑤
2 + 𝑘

2 𝑡 )𝑡 )𝑡 is the basic up-chirp, 𝑒 𝑗2𝜋 𝑓1𝑡 represents

the frequency shift to modulate symbol, 𝑇
(𝑏𝑤,𝑠 𝑓 )
𝑠𝑦𝑚 is the sym-

bol duration, 𝑘 = 𝐵𝑊 2/2𝑆𝐹 = 𝑏𝑤2/2𝑠 𝑓 is the chirp slope.

A collided chirp 𝐶
(2𝑏𝑤,𝑠 𝑓 +2)
2 with initial frequency 𝑓2 also

appears in decoding window, which is

𝐶
(2𝑏𝑤,𝑠 𝑓 +2)
2 = 𝑒 𝑗2𝜋 (−

𝑏𝑤
2 + 𝑘

2 𝑡 )𝑡 × 𝑒 𝑗2𝜋 𝑓2𝑡 , 𝑡 ∈ [0,𝑇2] (2)

Its slope 𝑘 = (2𝑏𝑤)2/2𝑠 𝑓 +2 = 𝑏𝑤2/2𝑠 𝑓 is same with 𝐶
(𝑏𝑤,𝑠 𝑓 )
1 .

To decode 𝑟 (𝑡), the receiver firstly multiplies 𝑟 (𝑡) with stan-

dard down-chirp 𝑒 𝑗2𝜋 (
𝑏𝑤
2 − 𝑘

2 𝑡 )𝑡 and perform FFT. Then two

single tone signals 𝑒 𝑗2𝜋 𝑓1𝑡 and 𝑒 𝑗2𝜋 𝑓2𝑡 are converted into two

energy peaks in Fig. 3(b). The interference peak generated

by chirp with same 𝑘 leads to decoding errors when the am-

plitude of 𝑓2 is higher than 𝑓1. When multiple concurrent

transmissions exist, symbol decoding will be error-prone.

3.3 Limitation of Existing Single-channel
Concurrent Decoding Methods

Under single-channel collision, the error also presents as mul-

tiple confusing peaks and many methods are proposed. So a

straightforward question is: can single-channel concurrency

methods solve the cross-channel collision problem?

To answer this question, we apply existing single-channel

concurrent decoding methods on the cross-channel collision

trace, which contains 2,000 collided packets collected by SDR

from experiments in Section 3.2. We implement NScale [43]

and CoLoRa [44] as the representatives of symbol matching

methods, CIC [39] as the representatives of symbol recog-

nizing methods, and minimum Mean-Square Error (MMSE)

based CDMA decoding with SIC which has been proven to

have good performance [5, 13, 34] and widely used in recent

applications [10, 15, 23]. We implement the improved version

of CIC and SIC by directly providing them with receiving

time information of all packets in the whole frequency band.

Decoding methods

0
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Figure 4: PRR of five single-channel concurrent decod-

ing methods under cross-channel collision.
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Figure 5: Illustration of feature distortions.

For each overlapping channel, we use five methods to de-

code collisions and measure their PRR (Packet Reception

Rate). As shown in Fig. 4, the average PRR of NScale, CoL-

oRa, naive CIC, improved CIC, and improved SIC is 0.21,

0.23, 0.26, 0.37, and 0.34, respectively. None of them provides

satisfied decoding performance.

Symbol matching methods use the predictable distribution

of one symbol in multiple decoding windows as the feature

to cluster symbols of the same packet. In single-channel col-

lision, since any single chirp locates in only two successive

decoding windows, the symbol offset can be converted to

predictable feature such as FFT peak ratio in two successive

decoding windows. But for cross-channel collision, the ex-

tracted feature from neither wide band nor narrow band is

unstable due to the asymmetric symbol duration. For the ex-

ample in Fig. 5, two packets with different (𝐵𝑊 , 𝑆𝐹 ) collide,
described by red and gray chirps. In the narrow band decod-

ing window, the wide chirp in gray can locate in more than

two windows, depending on the modulated symbol. Its peak

ratio in neighboring windows will be random. For example,

the ratio of two gray peaks in window (a) and (b) is 0.5, but

it is 0.33 in (c) and (d), making the FFT peak ratio invalid to

cluster all the gray chirps into one packet. For the wide band

decoding window, e.g. (e), the features of narrow band chirps

can disappear because the short chirp can locate in only one

decoding window. For example, the 1st and 3rd red chirps

in Fig. 5 only locate in a single window, (e) or (f). In a nut-

shell, due to the asymmetric symbol duration and randomly

modulated symbols, the features for decoding extracted from

neither wide band nor narrow band are unreliable.

Symbol recognizing methods rely on the assumption that

only the target chirp aligned with the decoding window com-

pletely spans the whole decoding window. Since there is time

offset between target symbol and collided symbol, a cutting

point can be found to get sub-windows where only the tar-

get peaks exist simultaneously. However, deciding accurate
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cutting points is difficult under cross-channel collision. On

the one hand, although the out-band signals can be filtered,

the chirps with narrow 𝐵𝑊 and the in-band chirp fragments

from wide 𝐵𝑊 still exist and form irremovable in-band in-

terference. Existing packet detection method can accurately

detect target packets but not the interfering packets with

different (𝐵𝑊 , 𝑆𝐹 ). Then the location of cutting points de-

pending on the symbol edges of interfering packets cannot

be determined. This is why the PRR of naive CIC is only

0.26. On the other hand, even if given the receiving time

information of all interference packets, the cutting point is

still hard to determine accurately due to unpredictable in-

terfering chirps in wide band. In Fig. 5, the gray chirp in

wide band starts in 𝑇𝑐 , but the symbol edges 𝑇𝑒 in window

(b) cannot be inferred by 𝑇𝑐 because it also relies on the ran-

domly modulated symbol. Determining the cutting points

by the unknown symbol edge is inaccurate. This is why the

improved CIC only achieves PRR of 0.37.

SIC decodes packets in descending order of signal strength.

Blindly executing SIC in each channel cannot resolve cross-

channel collisions. If starting from wide band signal, the

narrow band interfering packets cannot be detected. If start-

ing from the narrow band, the signal strength of incomplete

chirps can be sometimes stronger and sometimes weaker

than the target, decided by the duration of chirp falling

into the band. So, we improve SIC by giving it the receiv-

ing time information of packets in whole frequency. But

even for improved SIC, its requirement of a clear strength

difference between any two packets is hard to satisfy in

practice [16, 43, 47], especially for the LoRa network deploy-

ing a large number of nodes. Any two packets with similar

strengths will lead to the break of the decoding chain. Be-

sides, LoRa allows transmission under noisy floor. But the

signal with low SNR will cause inaccurate channel estima-

tion in SIC [1, 31, 35], leading to high energy residual after

subtracting and confusing the following decoding. This is

why improved SIC’s PRR is still low in Fig. 4.

3.4 Exploring New Decoding Features

To resolve cross-channel collision, we require a new fea-

ture to decompose collided symbols. In Fig. 6(a), three non-

orthogonal chirps in (𝑏𝑤, 𝑠 𝑓 ), (2𝑏𝑤, 𝑠 𝑓 +2), and (4𝑏𝑤, 𝑠 𝑓 +4)
collide with each other. Suppose the gray chirp is the target,
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multiple peaks appear after FFT in Fig. 6(c). Theoretically, the

amplitude of 𝑖-th peak can be represented by ℎ𝑖 = 𝐴𝑖 × 𝑁𝑖 ,
where 𝐴𝑖 is the attenuation across channel and 𝑁𝑖 is the
number of signal samples. The target symbol aligns with the

decoding window and therefore 𝑁𝑡 is known. But for other
collided symbols, due to the randomness of symbols modu-

lated in asymmetric symbol windows, 𝑁𝑖 varies in different

decoding windows and cannot be predicted. So ℎ𝑖 will be
random and unstable. This is also why exiting concurrent

decoding features fail under cross-channel collision.

We find that although the peak amplitude is unstable, its

changes of the target symbol can be predictable and distin-

guishable when eliminating a part of the signals in special

frequency points. As shown in Fig. 6(b), if we eliminate sig-

nals in the frequency band with the width of 𝐵𝑊𝑤𝑝 , 𝑁𝑤𝑝
samples of the target chirp will be removed but the number

of removed samples for other collided chirps will be different,

deciding by the number of samples falling into this frequency

band, which can be reflected on FFT peak amplitude changes

in Fig. 6(d). Since 𝑁𝑡 and 𝑁𝑤𝑝 are known, the amplitude

change of the target symbol can be predictable while the

changes of other collided symbols will be random.

Based on the above insight, we design the frequency wiper

to construct a new feature for identifying the target symbol.

Suppose the bandwidth of wiper in Fig. 6 is 𝐵𝑊𝑤𝑝 = 𝑏𝑤 ,
and the initial frequency of the wiper is 𝑓 𝑠𝑤𝑝 = 2𝑏𝑤 . Chirps
with different 𝐵𝑊 suffer from different frequency sample

loss 𝑁 𝑙𝑖 , and the peak amplitude changes to 𝐴𝑖 × (𝑁𝑖 − 𝑁
𝑙
𝑖 ).

Then the ratio of amplitudes before and after wiping is 𝑅𝑖 =

𝐴𝑖 (𝑁𝑖 − 𝑁
𝑙
𝑖 )/𝐴𝑖𝑁𝑖 . For the target symbol, 𝑁 𝑙𝑡 = 𝑁𝑡

𝐵𝑊𝑤𝑝

2𝑏𝑤 , and

the change ratio 𝑅𝑡 = (𝑁𝑡 − 𝑁
𝑙
𝑡 )/𝑁𝑡 = 0.5. To identify the

target peak, we can calculate the difference between 𝑅𝑖 and
the predicted𝑅𝑡 as𝐷𝑖 = |𝑅𝑖−𝑅𝑡 |. Then the peakwhose𝐷𝑖 = 0

is regarded as the target peak. In practice,ℎ𝑖 changes toℎ𝑖+𝑛𝑖
under the impact of channel noise 𝑛𝑖 . 𝐷𝑖 is �̂�𝑖 = |𝑅𝑖 − 𝑅𝑡 |
where 𝑅𝑖 = (𝐴𝑖 (𝑁𝑖 −𝑁

𝑙
𝑖 ) +𝑛

2
𝑖 )/(𝐴𝑖𝑁𝑖 +𝑛

1
𝑖 ), 𝑛

1
𝑖 and 𝑛

2
𝑖 are the

effect of noise before and after wiping. Then for the target

peak, �̂�𝑡 doesn’t strictly equal 0. When an inappropriate

wiper is used, the difference between 𝑁 𝑙𝑖 and 𝑁
𝑙
𝑡 can be small,
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and 𝐷𝑖 and 𝐷𝑡 can be indistinguishable under noise. How

to select a suitable wiper to accurately identify the target

symbol still need further designs.

4 DESIGN

Fig. 7 presents an overview of Mc-LoRa. After receiving

signals in the widest bandwidth which covers all channels,

Mc-LoRa performs packet detection to determine the number

of concurrent packets and their (𝐵𝑊 , 𝑆𝐹 ), based on proposed
wide band correlation method. The channel of each packet

is further identified by SFD correlation peak shift analysis.

Then Mc-LoRa eliminate CFO to synchronize symbol for

decoding. To decode collisions, Mc-LoRa firstly estimates

the channel noise for further wiper setting selection. The

noise estimation executes a wiper on 8 up-chirps in the pre-

amble to estimate the impact of noise on peak amplitude

changes. The noise intensity in 8 decoding windows is also

measured. Then the noise-aware wiping module selects the

optimal wiper for each collided chirp. To reduce the com-

puting overhead, we propose a noise-aware optimal wiper

searching that dynamically skips the searching some starting

frequency points of a wiper but has only limited influence

on the decoding accuracy. Mc-LoRa also groups the wipers

of different collided chirps. Then Mc-LoRa executes the fi-

nal wipers one by one and calculates the amplitude change

ratio for each peak. The peak that constantly satisfies the

predicted change ratio in all wipers will be recognized as the

target chirp. To cope with some special cases where the short

chirps joined into a long chirp aligned to the target decod-

ing window, Mc-LoRa further uses a recognition correction

module to correct the results according to signal intensity.

By repeating above processes in all decoding windows,

we can obtain all symbols for target packet. Then, Mc-LoRa

switches to the next packet as target and performs above

processes until all detected packets are decoded.

4.1 Packet Detection

Existing commercial LoRa gateway cannot detect all the

packets under collision. In Fig. 8, a commercial LoRa receiver

calculates the correlation between received signal and the

template correlator to detect the preamble in (2𝑏𝑤, 𝑠 𝑓 + 2).

But the incomplete preamble in (4𝑏𝑤, 𝑠 𝑓 + 4) partially over-

lapping with the correlator will also cause a high correlation

peak. Then the receiver wrongly regards the preamble as

target and processes following signal, which will miss the

following true packet in channel (2𝑏𝑤, 𝑠 𝑓 + 2). In short, a

preamble can be processed by the multiple correlators of

different channels, leading to inaccurate packet detection.

To cope with it, we propose a wide band correlation based

method for detecting collided packets in overlapping chan-

nels. We utilize the insight that a wide band correlator can re-

spond to all chirpswith same slope but different (𝐵𝑊 , 𝑆𝐹 ). So,
we only need one-time correlation in wide band to jointly de-

tect all packets.Mc-LoRa defines the down-chirp𝐶
(4𝑏𝑤,𝑠 𝑓 +4)
𝑑𝑜𝑤𝑛

as the correlator and calculates cross-correlation with re-

ceived signal to detect SFD of each packet. In Fig. 9, packets

with (𝑏𝑤, 𝑠 𝑓 ) and (2𝑏𝑤, 𝑠 𝑓 +2) can both generate clear peaks.
One SFD containing 2.25 down chirps generates one pair of

peaks, and the interval between two peaks equals the corre-

sponding symbol duration 𝑇 (𝐵𝑊 ,𝑆𝐹 )
𝑠𝑦𝑚 . By comparing the time

interval of two peaks with three possible 𝑇 (𝐵𝑊 ,𝑆𝐹 )
𝑠𝑦𝑚 , the num-

ber of packets and corresponding (𝐵𝑊 , 𝑆𝐹 ) can be obtained.

Though above process identifies the concurrent packets,

the specific channels they belong to are still unknown. In

Fig. 10(a), SFDs in different channels (depicted in different

colors) within the wide band correlation window will all

generate correlation peaks at the beginning of the correlation

window, 𝑇1. Then given the peak of SFD, the used channel

is hard to determine. But the real SFD starting time of four

channels with 𝑏𝑤 has a shift of 0, Δ𝑇 , 2Δ𝑇 , and 3Δ𝑇 to 𝑇1,

where Δ𝑇 = 𝑇 (𝑏𝑤,𝑠 𝑓 )
𝑠𝑦𝑚 . If we can measure this shift, we can

determine the channel of detected SFD.

By the example in Fig. 10(b), we show how to obtain the

shift 𝑥 . In a wide band correlation window, we have 𝑥 +

𝑦 + Δ𝑇 = 4Δ𝑇 , where 𝑦 is unknown. But in Fig. 10(b), the

correlation peak shifts for up-chirp in the preamble equals

𝑦. And the real peak correlation locations 𝑇2 for up-chirp
and 𝑇1 for down-chirp follow 𝑇1 −𝑇2 = 3Δ𝑇 due to the LoRa

packet structure. Then we can calculate 𝑥 by the following

equation set:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

𝑥 + 𝑦 + Δ𝑇 = 4Δ𝑇
𝑇1 −𝑇2 = 3Δ𝑇
𝑇2 = 𝑇2 + 𝑦
𝑇1 = 𝑇1 + 𝑥

(3)

where 𝑇1 and 𝑇2 can be obtained by correlation and Δ𝑇
is known. Then 𝑥 , 𝑦, 𝑇1, and 𝑇2 can be calculated to identify

the used channel. In practice, CFO caused by asynchronous

clocks is inevitable. Though estimation errors of 𝑇1 and 𝑇2
caused by CFO do not influence channel usage identification,

eliminating CFO is necessary for symbol SYNC and the fol-

lowing decoding. Hence, we adopt similar CFO elimination

method with previous works [8, 43, 44]. Then for collided

packets, we perform the following decoding processes.

4.2 Modeling Optimal Wiper

We model the relationship between wiper and the feature

robustness to select the optimal wiper. Fig. 11(a) shows a

collision example that contains a target chirp in 𝐵𝑊𝑡 = 4𝑏𝑤
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and the interfering chirps in 𝐵𝑊𝐶 = 2𝑏𝑤 . We use the interfer-

ing chirp C3 as the illustration example. Chirp C3 falls into

the decoding window with bandwidth 𝐵𝑊𝐼 from 𝑓 𝑠𝐼 and 𝑓 𝑒𝐼 .
When performing FFT on 𝐵𝑊𝑡 , we will get multiple peaks,

each peak corresponds to one chirp.

In Fig. 11(b), if we perform a wiper with bandwidth of

𝐵𝑊𝑤𝑝 = 0.5𝑏𝑤 , from 𝑓 𝑠𝑤𝑝 to 𝑓 𝑒𝑤𝑝 , then the FFT peak ampli-

tudes change because the wiper eliminates a part of signal

samples and leads to signal energy loss. The expected am-

plitude change of the target chirp is (𝐵𝑊𝑡 − 𝐵𝑊𝑤𝑝 )/𝐵𝑊𝑡 =
(4𝑏𝑤 − 0.5𝑏𝑤)/4𝑏𝑤 , which is 0.875. The channel noise also

influences the peak amplitude changes, the amplitude change

ratio 𝑅𝑖 of C1, C2, C3, and target are 0.50, 0.74, 0.87, and 0.80.
Then C3 will be wrongly regarded as the target because its

change ratio is closest to the predicted value. Besides, one

wiper has different influence on different collided chirps un-

der noise, depending on the 𝐵𝑊𝐼 of the collided chirps. The

optimal wiper can be different for different collided chirps.

Hence, the wiper should be carefully designed.

To select the optimal wiper, we carefully model the re-

lationship between wiper and caused energy loss. Without

losing generality, we illustrate the model considering the tar-

get symbol and one interference chirp for simplicity. Denote

𝑅𝐼 as the amplitude change ratio of an interference chirp

after wiping and 𝐷𝐼 as the difference between 𝑅𝐼 and the

expected change ratio of the target 𝑅𝑡 . Based on the analysis

in Section 3.4, we know that 𝑅𝑖 = (𝑁𝑖 − 𝑁
𝑙
𝑖 )/𝑁𝑖 for the 𝑖-th

peak, where 𝑁𝑖 and 𝑁
𝑙
𝑖 is the number of signal samples be-

fore and after wiping. According to the relative position of

wiper and interfering chirp, 𝑅𝐼 can be calculated as:

𝑅𝐼 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, 𝑓 𝑠𝑤𝑝 ∈ [0, 𝑓 𝑒𝑤𝑝 ], 𝑓
𝑒
𝑤𝑝 ∈ [0, 𝑓 𝑠𝐼 ]

1 −
𝑓 𝑒𝑤𝑝−𝑓

𝑠
𝐼

𝐵𝑊𝐼
, 𝑓 𝑠𝑤𝑝 ∈ [0, 𝑓 𝑠𝐼 ), 𝑓

𝑒
𝑤𝑝 ∈ [𝑓 𝑠𝐼 , 𝑓

𝑒
𝐼 )

1 −
𝑓 𝑒𝑤𝑝−𝑓

𝑠
𝑤𝑝

𝐵𝑊𝐶
, 𝑓 𝑠𝑤𝑝 ∈ [𝑓 𝑠𝐼 , 𝑓

𝑒
𝑤𝑝 ), 𝑓

𝑒
𝑤𝑝 ∈ [𝑓 𝑠𝐼 , 𝑓

𝑒
𝐼 )

1 −
𝑓 𝑒𝐼 −𝑓 𝑠𝑤𝑝

𝐵𝑊𝐶
𝑓 𝑠𝑤𝑝 ∈ [𝑓 𝑠𝐼 , 𝑓

𝑒
𝐼 ), 𝑓

𝑒
𝑤𝑝 ∈ [𝑓 𝑒𝐼 , 𝐵𝑊𝑡 ]

1, 𝑓 𝑒𝑤𝑝 ∈ [𝑓 𝑒𝐼 , 𝑓
𝑒
𝑤𝑝 ], 𝑓

𝑒
𝑤𝑝 ∈ [𝑓 𝑒𝐼 , 𝐵𝑊𝑡 ]

(4)

Though Eq. (4) is a little bit complex due to the various

relative positions between the wiper and interfere chirp, it

is not hard to derive because all the cases follow the same

calculation principle, i.e., the ratio of remaining signal energy

to the original signal energy. Hence, we omit the formula

derivation details and only present the result. Then 𝐷𝐼 can
be calculated 𝐷𝐼 = |𝑅𝐼 − 𝑅𝑡 |. Since we cannot control the
random channel noise, we can only select a wiper setting

that enlarges 𝐷𝐼 as much as possible to avoid errors.

The maximum 𝐷𝐼 = (𝐵𝑊𝑡 − 𝐵𝑊𝐼 )/𝐵𝑊𝑡 is obtained when

the wiper selects the setting, 𝐵𝑊𝑤𝑝 = 𝐵𝑊𝐼 and 𝑓
𝑠
𝑤𝑝 = 𝑓 𝑠𝐼 . The

selected wiper is shown in Fig. 12(a). We can find that the

optimal wiper completely overlaps with the interfering chirp

and the peak amplitude of the interfering chirp after wiping

is around 0. Meanwhile, there is another equivalent wiper

setting that can also make 𝐷𝐼 equal to the same maximum,

which is 𝑓 𝑠𝑤𝑝 = 𝑓 𝑒𝐼 and 𝐵𝑊𝑤𝑝 = 𝐵𝑊𝑡 − 𝐵𝑊𝐼 , as shown in

Fig. 12(b). In this case, the wiper and interfering chirp do not

overlap at all. Then the peak amplitude of the interfering

chirp after wiping is basically unchanged, but the amplitude

of the target peak significantly decreases because most of

the effective signal samples are eliminated. But under the

influence of channel noise, too small amplitude can cause the

target peak undetectable. Hence, Mc-LoRa uses the optimal

wiper with smaller 𝐵𝑊𝑤𝑝 :

𝐵𝑊𝑤𝑝 =𝑚𝑖𝑛{𝐵𝑊𝐼 , 𝐵𝑊𝑡 − 𝐵𝑊𝐼 } (5)

Then the starting frequency of the wiper, 𝑓 𝑠𝑤𝑝 is:

𝑓 𝑠𝑤𝑝 =

{
𝑓 𝑠𝐼 , 𝐵𝑊𝑤𝑝 = 𝐵𝑊𝐼

𝑓 𝑒𝐼 , 𝐵𝑊𝑤𝑝 = 𝐵𝑊𝑡 − 𝐵𝑊𝐼
(6)

Though the feature is proposed for cross-channel colli-

sion, it also works for single-channel collision where collided

packets use the same channel. In single-channel collision, the

existence of symbol time offset makes one target decoding

window includes two neighboring interfering chirps from

one concurrent packet. Then the two interfering chirps that

modulate different symbols will generate two energy peaks

in different FFT bins. Since the wiper partially overlaps with

the two chirps, the energy loss caused by wiper will be dis-

tributed to two peaks with a ratio determined by the relative

position between interfering chirps and wiper. Due to the

randomness of modulated chirps, 𝐷𝐼 will not always be close
to 𝐷𝑡 when performing multiple wipers. Hence, Mc-LoRa

can also resolve the single-channel collision.
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Figure 11: The unsuitable wiper destroys the feature.

4.3 Noise-aware Wiper Selection

4.3.1 Interfering Chirp Analysis. In practice, multiple col-

lided chirps can exist in one decoding window. Suppose that

the target packet collides with𝑀 packets and the data pay-

load of𝑚-th packet 𝑃𝑘𝑡𝑚 and target packet 𝑃𝑘𝑡𝑡 start at 𝑇𝑚
and𝑇𝑡 . We firstly estimate 𝑁𝑚𝑐 , the number of collided chirps

of 𝑃𝑘𝑡𝑚 in the decoding window. Given the bandwidth, pay-

load starting time, and symbol duration of 𝑃𝑘𝑡𝑡 and 𝑃𝑘𝑡𝑚 .
Since the bandwidths of overlapping channels are in inte-

gral multiples, if the payload starting time of 𝑃𝑘𝑡𝑡 and 𝑃𝑘𝑡𝑚
aligns, then the following symbols are also aligned with

multiples. When 𝐵𝑊𝑡 > 𝐵𝑊𝑚 , 𝑁
𝑚
𝑐 = 𝐵𝑊𝑡/𝐵𝑊𝑚 . Otherwise,

𝑁𝑚𝑐 is 1. If the payload starting time of 𝑃𝑘𝑡𝑡 and 𝑃𝑘𝑡𝑚 has

an offset, the following symbols will partially overlap with

each other. When 𝐵𝑊𝑡 > 𝐵𝑊𝑚 , 𝑁
𝑚
𝑐 equals 𝐵𝑊𝑡/𝐵𝑊𝑚 + 1.

When 𝐵𝑊𝑡 ≤ 𝐵𝑊𝑚 , the interfering chirp has a long duration

and only one or two chirps fall into the narrow band decod-

ing window, depending on whether the interfering symbol

crosses the decoding window boundary.

4.3.2 Optimal Wiper Searching. According to Eq. (5) and (6),

we need to learn 𝐵𝑊𝐼 to determine the wiper with 𝐵𝑊𝑤𝑝 and

𝑓 𝑠𝑤𝑝 for each collided chirp. As illustrated in Fig. 13, when

the bandwidth of the interfering chirp is larger than 𝐵𝑊𝑡 , i.e.

𝐵𝑊𝑚 > 𝐵𝑊𝑡 , its 𝐵𝑊𝐼 and 𝑓
𝑠
𝐼 depend on the modulated sym-

bol, which is unknown. If 𝑁𝑚𝑐 is 1 (e.g.,𝑊 𝐵𝑊𝑡
𝑗+1 in Fig. 13), 𝐵𝑊𝐼

is in [0, 𝐵𝑊𝑡 ]. If 𝑁
𝑚
𝑐 is 2 (e.g.,𝑊 𝐵𝑊𝑡

𝑗 in Fig. 13), the 𝐵𝑊𝐼 is in

[0, 𝐵𝑊 𝑣𝑎𝑙𝑖𝑑
𝐼 ], where 𝐵𝑊 𝑣𝑎𝑙𝑖𝑑

𝐼 for the first and second part of

the chirp is𝐵𝑊𝑡 ·Δ𝑇𝐼/𝑇
(𝐵𝑊𝑡 ,𝑆𝐹𝑡 )
𝑠𝑦𝑚 and𝐵𝑊𝑡 ·(1−Δ𝑇𝐼/𝑇

(𝐵𝑊𝑡 ,𝑆𝐹𝑡 )
𝑠𝑦𝑚 ),

respectively. Then the most naive yet accurate selection

method is searching all the possible values of 𝐵𝑊𝐼 and 𝑓
𝑠
𝐼 by

executing the wiper.

When the interfering chirp is in narrow band, i.e. 𝐵𝑊𝑚 ≤

𝐵𝑊𝑡 , as shown in Fig. 14, 𝐵𝑊𝐼 can be directly calculated

according to the time duration of the chirp in the decoding
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Figure 12: Two optimal wiper settings.

window. For example, in Fig. 14, 𝐵𝑊𝐼 of the first and last

interfering chirp is 𝐵𝑊𝑚 · (1 − Δ𝑇𝐼𝑇
(𝐵𝑊𝑚,𝑆𝐹𝑚 )
𝑠𝑦𝑚 ) and 𝐵𝑊𝑚 ·

Δ𝑇𝐼𝑇
(𝐵𝑊𝑚,𝑆𝐹𝑚 )
𝑠𝑦𝑚 , respectively. Though 𝐵𝑊𝐼 can be calculated,

we still need searching 𝑓 𝑠𝐼 in [0, 𝐵𝑊𝑚], which brings large

computing overhead. To cope with it, we propose stepwise

wiper searching mechanism that searches the optimal 𝐵𝑊𝑤𝑝

and 𝑓 𝑠𝑤𝑝 with a step of 𝑓𝑠𝑡𝑒𝑝 . With a proper 𝑓𝑠𝑡𝑒𝑝 , Mc-LoRa

balances wiper selection accuracy and computing overhead.

4.3.3 Wiper Grouping. After above process, we can obtain

an optimal wiper for a specific collided chirp. But the se-

lected wipers for multiple collided chirps can have similar

settings. So we propose a wiper grouping mechanism to re-

duce the redundancy. Specifically, we gather multiple wipers

to one group when the difference of their 𝐵𝑊𝑤𝑝 and 𝑓
𝑠
𝑤𝑝 are

smaller than 𝑓𝑔. In each group, we use the average value of

all 𝐵𝑊𝑤𝑝 and 𝑓
𝑠
𝑤𝑝 to synthesize a representative wiper. Then

we execute this synthesized wiper instead of all wipers in

the group to reduce computing overhead.

4.3.4 Noise-aware Wiper Adaptation. Though the step-wise

searching and wiper grouping reduce computing overhead,

they bring estimation errors between the used wiper and

the optimal wiper. With a step size of 𝑓𝑠𝑡𝑒𝑝 , the step-wise
searching brings an error within 𝑓𝑠𝑡𝑒𝑝/2 for 𝐵𝑊𝑤𝑝 and 𝑓

𝑠
𝑤𝑝 .

The maximum estimation error brought by wiper grouping

is 𝑓𝑔 for 𝐵𝑊𝑤𝑝 and 𝑓
𝑠
𝑤𝑝 .

Using the wiper settings with maximum deviation of 𝛿 𝑓 =
𝑓𝑔 + 𝑓𝑠𝑡𝑒𝑝/2 can distort the feature. As illustrated in Fig. 12(a),

the optimal wiper is expected to eliminate the whole in-

terfering chirp, then 𝐵𝑊𝑤𝑝 + 𝛿 𝑓 has no influence on inter-

fering chirp but eliminates more of the target chirp. Then

it incurs a decrease of 𝛿 𝑓 /𝐵𝑊𝑡 to 𝑅𝑡 because 𝑅𝑡 = (𝐵𝑊𝑡 −

(𝐵𝑊𝑤𝑝 + 𝛿 𝑓 ))/𝐵𝑊𝑡 . Given the wiper bandwidth unchanged,

the searching error of 𝑓 𝑠𝑤𝑝 will lead to an interfering chirp

having a remaining part with bandwidth of 𝛿 𝑓 missing the
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Figure 15: The tolerance of feature distortions.

wiping. It incurs an increase of 𝛿 𝑓 /𝐵𝑊𝑡 to 𝑅𝐼 because 𝑅𝐼 =
(𝐵𝑊𝐼 − (𝐵𝑊𝑤𝑝 − 𝛿 𝑓 ))/𝐵𝑊𝐼 . Then the maximum error of

𝐷𝐼 caused by searching and grouping is 𝛿 𝑓 /𝐵𝑊𝑡 + 𝛿 𝑓 /𝐵𝑊𝐼 .

For simplicity, we define 𝐿𝑜𝑠𝑠 = 𝛿 𝑓 /𝐵𝑊𝑡 + 𝛿 𝑓 /𝐵𝑊𝐼 . Namely,

𝐷𝑢𝑠𝑒𝑑𝐼 = 𝐷𝑂𝑝𝑡𝐼 −𝐿𝑜𝑠𝑠 . Suppose the noise influence the wiping

result by 𝑛𝐼 , the minimum𝐷𝑚𝑖𝑛𝐼 is𝐷𝑢𝑠𝑒𝑑𝐼 −𝑛𝐼 .𝐷𝑡 is calculated
but not searched, and therefore only has a wiping error 𝑛𝑡
caused by noise, then the maximum 𝐷𝑚𝑎𝑥𝑡 is 𝐷𝑡 + 𝑛𝑡 .
If 𝑓𝑠𝑡𝑒𝑝 and 𝑓𝑔 are too large, then 𝐷𝑚𝑖𝑛𝐼 can be smaller

than 𝐷𝑚𝑎𝑥𝑡 , leading to feature errors and consequent peak

recognition failures, as shown in Fig. 15. Hence, we need

carefully select 𝑓𝑠𝑡𝑒𝑝 and 𝑓𝑔 to reduce the computing overhead

maximally while keeping 𝐷𝑚𝑖𝑛𝐼 larger than 𝐷𝑚𝑎𝑥𝑡 , i.e.,

𝐿𝑜𝑠𝑠 < 𝐷
𝑂𝑝𝑡
𝐼 − 𝐷𝑡 − 𝑛𝐼 − 𝑛𝑡 (7)

where 𝐷𝑡 is known. 𝐷
𝑂𝑝𝑡
𝐼 can be obtained when wiping the

interfering chirp with the maximum 𝐵𝑊𝐼 among all chirps

because 𝐷𝐼 = |𝐵𝑊𝑤𝑝/𝐵𝑊𝑡 − 𝐵𝑊𝑤𝑝/𝐵𝑊𝐼 |. If the chirp with

the maximum 𝐵𝑊𝐼 is in narrower band than the target, 𝐷
𝑂𝑝𝑡
𝐼

can be directly calculated because 𝐵𝑊𝐼 can be calculated

based on the analysis in Section 4.3.2. If the chirp with

the maximum 𝐵𝑊𝐼 is in wider band than the target, 𝐵𝑊𝐼

is unknown. Hence, we estimate it as the expected value,

𝐵𝑊 𝑣𝑎𝑙𝑖𝑑
𝐼 /2, where 𝐵𝑊 𝑣𝑎𝑙𝑖𝑑

𝐼 is defined in Section 4.3.2.

Under dynamic noise, Mc-LoRa learns 𝑛𝐼 and 𝑛𝑡 by the

noise estimation module and calculates the right part of Eq.

(7). Then Mc-LoRa adjusts 𝑓𝑠𝑡𝑒𝑝 and 𝑓𝑔 to get a suitable 𝐿𝑜𝑠𝑠
to satisfy Eq. (7). For simplicity, in our current implementa-

tion, we let 𝑓𝑠𝑡𝑒𝑝 = 𝑓𝑔. Then they can be calculated directly,

because 𝛿 𝑓 = 𝑓𝑔 + 𝑓𝑠𝑡𝑒𝑝/2. After deciding the most suitable

wipers for all collided chirps under current noise, Mc-LoRa

iteratively executes the wipers and regards the peak whose

𝐷𝑖 constantly below 𝐷𝑚𝑎𝑥𝑡 as the target peak, the selected

peak is output to the set of candidate targets, S𝑝𝑒𝑎𝑘 .

We measure the computing overhead by the number of

FFT operations, which is the most time-consuming operation

40
m

60m
Node

Gateway

37
0m

550m
(a) Indoor (b) Outdoor

Figure 16: The indoor and outdoor LoRa network.

in the whole decoding.Mc-LoRa aligns the decoding window

with each symbol for decoding. Suppose 𝐾 packets collide,

the payload of each has 𝐿 symbols. Then the total number

of symbols to decode can be represented by 𝐾 × 𝐿. In each

decoding window, the number of optimal wipers equals to

the number of interfering chirps, which is decided by 𝐾 .
Each wiper performs FFT once. The computing complexity

is 𝑂 (𝐾2) with the increase of collided packets.

4.4 Recognition Correction

In practice, S𝑝𝑒𝑎𝑘 can contain more than one peak in the

following three corner cases. (1) The interfering chirps span

thewhole decodingwindow like the target chirp. Suppose the

wide band chirp with 500 kHz bandwidth modulates random

symbols, the probability that it spans the whole decoding

windows in 125 kHz is 1/2𝑆𝐹 . It will be highest when 𝑆𝐹 = 6,

which is 1.56%. (2) The single-channel collided packet has

the same consecutive symbols. When transmitting random

symbols, the probability of this case is (1/2𝑆𝐹 )2, it will be

highest when 𝑆𝐹 = 6, which is 0.02%. (3) Interfering chirps

with 𝐵𝑊𝑡 and has a very small symbol offset with target

chirp. The occurrence probability depends on the channel

access time offsets of concurrent packets.

To avoid decoding errors, we use the recognition correc-

tion module to remove the false targets. We rely on the in-

sight that all chirps in one packet suffer similar attenuation,

which results in similar FFT peak amplitude. So, we leverage

the peak amplitudes in the preamble to learn the peak am-

plitude of target symbols. Then we check the amplitude of

all candidate target peaks in S𝑝𝑒𝑎𝑘 and remove the collided

peaks with different amplitudes.

5 EVALUATION

5.1 Implementation & Experimental Setup

We implement a prototype of Mc-LoRa consisting of front

end and software decoding. The front end is implemented

by Hack-RF with receiving bandwidth of 1 MHz to cover

the widest channel. Then, we implement the decoding mod-

ule by Matlab on laptop. After obtaining I/Q samples, Mc-

LoRa divides the collided chirps according to the slope in

time-frequency domain and decodes collisions with different

slopes in parallel.

We evaluateMc-LoRa in both indoor and outdoor LoRa

networks. In Fig. 16(a), the indoor network consists of 20
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(a) Case (1):𝐶𝐻1-3.
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(b) Case (2):𝐶𝐻1/2/6/7.
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(c) Case (3):𝐶𝐻1/2/4/5.
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(d) Case (4):𝐶𝐻1&4-7.
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(e) Case (5):𝐶𝐻1/2&4-7.
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(f) Case (6):𝐶𝐻1-7.

Figure 17: The average SER under cross-channel colli-

sion with 6 channel usage cases.

nodes (depicted as hexagons) with SX1262 radio chip and

STML073RZ MCU, in 2,400 m2 office. We also deploy 20

nodes in 203,500 m2 campus to evaluateMc-LoRa in outdoor

environment, as shown in Fig. 16(b). The SNR of indoor and

outdoor network varies in [-5,20] dB and [-20,20] dB. Similar

to existing studies [26, 43], we collect raw received signals of

nodes in all 49 channels shown in Fig. 1(a). In each trace, the

node transmits packets with a 20-byte payload in the maxi-

mum duty cycle, using default 𝐶𝑅 (Coding Rate) of 4/5. The

traffic pattern in each trace follows a uniform distribution.

We combine traces to emulate collisions. We randomly select

the traces to emulate collisions under different conditions

such as different numbers of concurrent nodes.

For comparison, we implement six single-channel concur-

rent decoding methods, including NScale, CoLoRa, CIC and

improved CIC, SIC and improved SIC. The collided signals

will be divided into 7 separate channels and decoded by the

above six methods.

5.2 Performance under Different Collisions

5.2.1 Cross-channel Collisions. We first compareMc-LoRa

and baselines under cross-channel collision. We select data

traces with three groups of non-orthogonal (𝐵𝑊 , 𝑆𝐹 ) set-
tings, 𝑆𝐹6-8-10, 𝑆𝐹7-9-11, and 𝑆𝐹8-10-12 for 𝐵𝑊 =125 kHz,

250 kHz, 500 kHz to obtain 6 cross-channel collision cases.

The channels used in 6 cases change from simple to com-

plex: (1) 𝐶𝐻1-3, (2) 𝐶𝐻1/2/6/7, (3) 𝐶𝐻1/2/4/5, (4) 𝐶𝐻1&4-7,
(5)𝐶𝐻1/2&4-7, and (6) all 7 channels:𝐶𝐻1-7. The channel ID
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Figure 18: Performance under single-channel collision

in 𝐶𝐻1 and 𝑆𝐹11.

is consistent with the channel partition in Fig. 1(a). In each

case, each channel has only one node transmitting to get

only cross-channel collision traces. We use nodes in different

locations to generate collided signals with different SNR.

In Fig. 17(a)-(f), we can clearly find that the SER of Mc-

LoRa is the lowest among 4 methods in all 6 cases. With the

increase of transmit rate, the SERs of all the methods increase

because the collision possibility increases. The average SER

in case (4) is lowest among 6 cases even though more chan-

nels are used than case (1)-(3). This is because 𝐶𝐻4-7 with
125 kHz bandwidth only collide with𝐶𝐻1 separately but are

orthogonal with each other. Though having the minimum

collision intensity in case (4), when the transmit rate is 270

pkts/min,Mc-LoRa still reduces the average SER by 66.0%,

70.6%, and 61.9%, compared with NScale, CoLoRa, and CIC.

In case (6) Where 𝐶𝐻1-7 are used, the cross-channel colli-
sion intensity is highest and the SERs of four methods all

increase. When the transmit rate per node is 270 pkts/min,

the SERs of three baselines are 0.50, 0.51, and 0.47, respec-

tively. Such high SER cannot support reliable transmission.

However,Mc-LoRa can keep average SER to 0.19, which is

62.0%, 62.7%, and 59.5% lower than the SER of NScale, CoL-

oRa, and CIC. The results demonstrate that Mc-LoRa can

efficiently resolve the cross-channel collision which is hard

to solve using single-channel concurrent decoding methods.

5.2.2 Single-channel Collision. We synchronizemultiple data

traces with 500 kHz& 𝑆𝐹11 in𝐶𝐻1 to emulate single-channel

collisions. The transmit rate per node is 270 pkts/min. In

Fig. 18(a), when the number of concurrent nodes increases

from 2 to 10, the SERs of all methods increase as expected.

Overall, Mc-LoRa achieves similar performance with the

other three single-channel concurrency methods. When the

number of concurrent nodes is beyond 8, all four methods

have performance degradation. When there are 10 concur-

rent nodes, the average SER of Mc-LoRa, NScale, CoLoRa,

and CIC is 0.34, 0.36, 0.29, and 0.30. The throughput of 4

methods is 3.09, 2.73, 3.38, and 3.31 kbps in Fig. 18(b).

5.2.3 Hybrid Collision. In practice, cross- and single-channel

collisions can happen at the same time. Hence, we evaluate

Mc-LoRa under hybrid collision. We select channel usage

case (6) and vary the number of nodes in each channel. The
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Figure 19: Performance under hybrid collision in chan-

nel usage case (6).

transmit rate per node is 270 pkts/min. In Fig. 19(a), when

the number of concurrent nodes per channel increases from

2 to 10, the SER of NScale, CoLoRa, and CIC increases from

0.70, 0.74, and 0.69 to 0.94, 0.93, and 0.92, while the SER of

Mc-LoRa increases from 0.24 to 0.50. The maximum through-

put of Mc-LoRa can be up to 21.4 kbps when 6 concurrent

nodes transmit in each channel, which is 4.1×, 5.6×, and
4.3× higher than NScale, CoLoRa, and CIC. When there are

10 concurrent nodes, the throughput of Mc-LoRa drops to

18.6 kbps which is still 8.0×, 6.2×, and 5.1× higher than the

throughput of the other three methods.

5.3 Comparison with CIC and SIC

We give packet receiving time information to CIC and SIC

to verify whether cross-channel collision can be resolved.

5.3.1 Comparison with Improved CIC. We compareMc-LoRa

with CIC and improved CIC under two types of collision.

The transmit rate per node is 270 pkts/min. In Fig. 20(a),

the PRR of three methods improves when SNR increases,

and the average PRR of the three methods is 0.33, 0.43, and

0.72 respectively. Fig. 20(b) shows the PRR under hybrid

collision with 10 nodes per channel, Mc-LoRa achieves an

average PRR of 0.43, which is 3.7× and 1.9× higher than

naive CIC and improved CIC. The results demonstrate that

even if providing accurate packet information, CIC cannot

decode cross-channel collisions well because the randomly

modulated symbols have unpredictable collided chirp edges,

resulting in corrupted decoding features.

5.3.2 Comparison with SIC. We compareMc-LoRa with SIC

and improved SIC under different power differences. Sup-

pose that the SNR of four collided packets are arranged in

ascending order, the power difference is defined as the ab-

solute value of SNR difference of any two packets whose

SNR are most closed. In Fig. 21(a), we maintain the average

SNR of collided packets to 3 dB to avoid the influence of

noise. When the power difference is 1 dB, the PRR of SIC

and improved SIC are only 0.22 and 0.39 whileMc-LoRa still

maintains PRR to 0.82. When the power difference increases

to 6 dB, the PRR of SIC only increases to 0.34. Directly using

SIC for separate collided packets is invalid due to the lack

of packet information. Even for improved SIC which has
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Figure 20: Performance under collisions with different

SNR in channel usage case (6).
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Figure 21: Performance of SIC under different power

difference and SNR in channel usage case (3).

receiving time information, distinct power differences are

necessary for good performance. But it’s hard to satisfy in

LoRa networks with a large number of nodes.

What’s worse, SIC is also affected by the SNR of collided

packets, authors in [1, 31, 35] show that low SNR reduces

the accuracy of channel estimations and leads to high en-

ergy residue after subtracting the recovered signal from the

collided signal. In Fig. 21(b), we maintain power difference

to 3 dB to satisfy the requirement of clear signal strength

difference. When SNR decreases from [0,12] dB to [-15,-3] dB,

the PRR of improved SIC significantly decreases from 0.62

to 0.24 whileMc-LoRa can always keep the PRR higher than

0.70. It reveals that SIC cannot resolve collisions in lower

SNR (e.g. SNR<0). But transmission under lower SNR is one

of LoRa’s key features. Meanwhile, low SNR also makes the

FFT peak unstable which makes naive SIC have low PRR.

5.4 Performance under Different Scenarios

5.4.1 Different SF and Coding Rate. We verify Mc-LoRa re-

garding 𝑆𝐹 in Fig. 22(a). When using smaller 𝑆𝐹 , 𝑆𝐹6-8-10,
the SER increases significantly from 0.12 to 0.28 when SNR

decreases from [5,8] to [-7,-4] dB. It indicates that channel

noise indeed influences the frequency wiping results. Using

the larger 𝑆𝐹 of 𝑆𝐹8-10-12 has less SER degradation. Under

the low SNR in [-7,-4] dB, the average SER for 𝑆𝐹6-8-10,
𝑆𝐹7-9-11, and 𝑆𝐹8-10-12 is 0.28, 0.23, and 0.18.

In Fig. 22(b), we verifyMc-LoRa regarding 𝐶𝑅 under hy-

brid collision. Using 𝐶𝑅 4/8 can significantly improve the

PRR under collision because lower 𝐶𝑅 brings stronger error

correction ability. It can keep PRR higher than 0.85 when the

number of concurrent nodes is less than 6. Whenmore than 6

nodes transmit in each channel, heavy collisions cause more
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Figure 22: Performance under different transmission

configurations in channel usage case (6).
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Figure 23: Performance under LOS and NLOS scenarios

in channel usage case (6).

errors which are beyond the ability of correction. Compared

with𝐶𝑅 4/5, using𝐶𝑅 4/8 can improve PRR by 14.2% on aver-

age. To further improve PRR, more forward error correction

methods such as concatenated code can be used.

5.4.2 LOS and NLOS Scenarios. We further investigate the

performance of Mc-LoRa in LOS and NLOS scenarios under

hybrid collisions with the same setting of Fig. 19(a). In Fig. 23,

compared to LOS scenario, the SER of all 4 methods in NLOS

increases. But Mc-LoRa still achieves the lowest SER. When

using 10 concurrent nodes, the average SER of Mc-LoRa in

LOS and NLOS is 0.41 and 0.59. For NScale, CoLoRa, and CIC,

the SER in NLOS is 0.95, 0.95, and 0.94, which is 9.1%, 14.4%,

and 11.9% higher than the SER in LOS.

5.5 Evaluation of Mc-LoRa’s Main Modules

5.5.1 Packet Detection Accuracy. Accurate packet detection

is the prerequisite for decoding. Hence, we measure the

Packet Detection Rate (PDR) of Mc-LoRa and Std.LoRa under

using channel cases (4) and (6). We only treat the detected

results with accurate packet information as the detected pack-

ets. Only when (1) the detection error of start time is less than

one sampling interval (i.e. 2 ms for bandwidth of 500 kHz)

and (2) the correct bandwidth and central frequency are iden-

tified, the packet is regarded as detected. As shown in Fig. 24,

for both cases, the increase of transmit rate causes more col-

lisions and the PDR decreases correspondingly. When using

all 7 channels in case (6), the PDR of Std.LoRa significantly

drops with the increased transmit rate. But Mc-LoRa can

keep PDR above 0.85 even when the transmit rate is 270

pkts/min, while Std.LoRa can only achieve PDR of 0.62.
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Figure 24: The packet detection rate in channel usage

case (4) and (6).
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Figure 25: Ablation experiments under hybrid collision

in channel usage case (3).

5.5.2 Noise-aware Wiper Setting Selection. We use the wiper

model and estimated noise to efficiently search the opti-

mal wiper and further group wipers to reduce computing

overhead. We verify the efficiency of wiper setting selection

by ablation experiments. The transmit rate per node is 270

pkts/min. In Fig. 25(a), the SER of Mc-LoRa is obviously

lower than using random wiper setting. Overall, the SER can

be reduced by 24.2% on average when using the wiper selec-

tion module. The throughput is improved by 17.8% when 10

nodes transmit in each channel. We also study the efficiency

of the recognition correction module. In Fig. 25(b), the recog-

nition correction can reduce SER by 10.7% on average. And

the throughput is improved by 7.6% when there are 10 nodes

transmitting in each channel.

Then we evaluate the noise-aware wiper adaptation mech-

anism under cross-channel collision. Note that Mc-LoRa

adjusts the loss setting based on noise to balance the decod-

ing accuracy and computing overhead. The higher the loss

setting is, the larger step size is used for wiper searching and

themore wipers are pruned during grouping, resulting in less

computing overhead. But a high loss will make the difference

between target symbol and collided symbol smaller, leading

to more decoding errors. We verify whether Mc-LoRa can

select the suitable loss setting under cross-channel collision

in channel usage case (3). We keep the SNR around 5 dB and

vary the loss from 0.1 to 0.7. The computing overhead is mea-

sured by the number of wipers used for decoding target chirp

in a decoding window. From Fig. 26, we can find that the

increase in loss leads to increased SER and reduced wipers

per symbol. A loss setting of 0.5 achieves a good trade-off

because the SER significantly increases and the decrease of
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Figure 26: Decoding accuracy and computing overhead

under different loss settings.
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Figure 27: Performance under cross-channel collision

with dynamic noise in channel usage case (3).

computing overhead slows down after 0.5. We also record

the average loss chosen by Mc-LoRa, which is 0.47.

We further demonstrate the performance of Mc-LoRa un-

der dynamic noise. In Fig. 27,Mc-LoRa with low fixed loss

of 0.1 can always achieve smaller SER but have much more

wipers to execute. On the contrary,Mc-LoRa with high fixed

loss of 0.7 has the lowest computing overhead but much

higher SER. Mc-LoRa can efficiently adjust the used number

of wipers to reduce the computing overhead but avoid seri-

ous SER increase. Compared with using the fixed loss of 0.1,

Mc-LoRa significantly reduces the computing overhead by

79.0% on average and maintains a similar SER.

5.6 Performance in Large-scale Network

To evaluate Mc-LoRa in large-scale networks, we emulate

the transmissions of different numbers of concurrent nodes

using the traces collected in all 49 overlapping channels. We

evaluate the throughput under 5 different strategies that

belong to two categories: (1) using all 49 channels andMc-

LoRa, Std.LoRa and CIC to decode (denoted as Mc-LoRa-49,

Std.LoRa-49, and CIC-49); (2) using only orthogonal channels

and CIC to decode, 19 and 34 channels are used in the worst

and optimal strategies (denoted as CIC-19 and CIC-34).

In Fig. 28. the network throughput of Mc-LoRa-49 keeps

increasing until the number of concurrent nodes reaches 330.

But for Std.LoRa-49 and CIC-49, the throughput decreases

when the number of concurrent nodes is larger than 90 and

210, respectively. The corresponding highest throughput is

23.8 kbps and 56.3 kbps for Std.LoRa-49 and CIC-49, which

are 82.1% and 57.7% lower than Mc-LoRa-49. When only us-

ing orthogonal channels, CIC-34 and CIC-19, their through-

put can be good when the number of concurrent nodes is

small due to single-channel collision decoding ability. But
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Figure 28: Performance in large-scale indoor network.

when the number of concurrent transmission exceeds the

collision decoding ability, CIC’s performance drops sharply.

The maximum throughput of CIC-34 and CIC-19 only is

98.1 kbps and 62.5 kbps, which is 30.6% and 52% lower than

the maximum throughput of Mc-LoRa-49 because fewer

channels they use. CIC-19 has a much lower throughput be-

cause it uses wide channels that hinder using high-capacity

narrow channels. Thanks to the full utilization of channels,

Mc-LoRa further supports 330 nodes before throughput de-

creases. When the number of concurrent nodes is 370,Mc-

LoRa still achieves the throughput of 118.2 kbps, which is

3.4× higher than CIC-34. The results clearly demonstrate

thatMc-LoRa can enable the non-orthogonal channel con-

currency and significantly improve the spectrum efficiency.

6 CONCLUSION

In this paper, we propose Mc-LoRa that enables the concur-

rency of non-orthogonal overlapping channels and signifi-

cantly improves the spectrum efficiency. We identify the key

obstacle as a new type of LoRa collision named cross-channel

collision, which is generated by chirps with different band-

widths but the same slope in time-frequency domain. The

decoding features used by existing methods are corrupted

by cross-channel collision. we explore a new insight that

wiping a part of collided signal cause the predictable ampli-

tude changing of target chirp in aligned decoding window.

We establish the model between wiper setting and the en-

ergy loss to select the optimal wiper setting. To balance the

trade-off between accuracy and computing overhead, we

further propose the noise-aware wiper searching and wiper

grouping mechanisms. The extensive experimental results

demonstrate thatMc-LoRa can improve network throughput

by up to 3.4× under cross-channel collision, compared to

existing single-channel concurrency methods.
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